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Finding best weighted linear regression model for 

heteroscedastic

data by maximizing likelihood function

Abstract: Ordinary least squares regression (OLS) is the most frequently used method applied in analytical chemistry for estimation of the parameters of a calibration curve. Most important assumptions in OLS regression presume a

linear data set, little or no error for independent variable, independence and normal distribution of the residuals, no outliers and last but not least constant variance or a homoscedasticity. A dataset whose variance of the residuals

depends upon the independent variable is called heteroscedastic as to oppose to homoscedastic ones. Residuals plots or statistical tests such as Breusch-Pagan or White test are commonly used for diagnosing a heteroscedastic

behavior. However, these tests are not efficient if the dataset is low in size. If the dataset is proven to be heteroscedastic, weighted linear regression, log transformation or nonparametric median regression could be applied instead. In

the context of a weighted linear regression, it is necessary to choose a suitable weight that leads to the best predictive model and most frequently is used a weight like 1/x, 1/x2, 1/x1/2 or generally 1/xγ. In this presentation, a novel

way to estimate the best weight for weighted linear regression will be presented using the profile of the log-likelihood regression function. Moreover, this method appears to be a goldfish since not only indicates the most appropriate

weight but also diagnose the heteroscedastic profile and variance non-homogeneity along the x axis.
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Conclusions Reference

• Gauss-Markov’s premisses (linearity, outlier, heteroscedasticity) for linear regression work successfully evaluated for 11

experimental data calibration sets that were used in total phytoconstituent content determinations for several plant - based

samples.

• A way of escaping the heteroscedastic effect is done by weighting with various weighting factors. Following the study, we

propose an optimal weighting factor that would eliminate all difficult calculations and their time consuming.

• Regardless of the severity of the heteroscedasticity, the optimal range of the weighting factor will also take into account small

dispersion values and high dispersion values. The exponent gamma can be considered a measurement of

heteroscedasticity and it shows us how pronounced the heteroscedasticity phenomenon is. The likelihood function profile

describes the heteroscedasticity behaviour.
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